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- ZEP’S XPAND JOURN
REDUCE HIDDEN COSTS

BYUNGKEE HONG, PLATFORM TEAM LEADER, SUPERCAT



MISSION

SUPRERLCH7T

Connecting Through Games

SUPERCAT values making connections through games.
We believe that games connect people to each other,
connect the past to the present, and connect individual
experiences to the experiences of others.

Each member of SUPERCAT considers the value of
these connections as they create games. We reimagine
the games we loved in the past for mobile platforms,
bringing their fun into the present to create new
experiences.

This is what SUPERCAT does best.

[Proprietary to MariaDB]



HISTORY

cal17

04 05
+ SUPERCAT + Grow Stone Online
established Released
12
+ Strategic Investment
from LINE Games

[Proprietary to MariaDB]

ca18

01
+ Strategic Investment
from NEXON

o1
+ Nekoland Released

o1
« Granny's House
Released

07

+ Kingdom of the Wind:

Yeon Released

n

+ 2020 Korea Game
Awards

+ Popular Game Award
& Startup Company
Award

cacl

07
+ Gensei Suikoden
License Agreement

08
+ Youngeul Kim Appointed
as New CEO

n

+ Metaverse ZEP
Open Beta

12

+ Joint Venture with
NAVER Z, ZEP established

Fd & Pt

o1

+ Blanket Wage System
Abolished

(]

« ZEP Official Service
Starts

04

+ SUPERCAT RPG Established

« ‘Gensei Suikoden’,
‘PROJECT G' NEXON
Publishing Agreement

Sales(krw) Number of Employees

46.78

‘ 37.88

coce ceec1 2111




A Lig ht’ b ut N Ot Lig ht M etave rse We already have use cases in which thousands of users

have stably conducted events at the same time.
Stable simultaneous access is possible thanks to

MaXi mu m WEb- Based Sim u Ita neous Access our 500-person channeling structure.

*2022.04.22 Seoul Earth Day Event You can check and set the number of Channel List X
people per channel in the Channel List
CHA 2 482
CH.2 o 388

SEISEHER

Sy PIER]
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Here Is Our Performance Over the Past 8 Months

After the beta release in December 2021, the official release was carried out in March and the index rose rapidly.
Various use cases have been positively introduced in the press and have attracted a lot of attention.

Cumulative Users ﬁm] The Media Took Notice of ZEP

Exceeded 1.6 Million

HEISA ZEP, 671 PHol ALRXE 1009 - S7F 301 110004 But

ZEP(AE: HAWO| i HEIA2 FRRO| 61W0] AL 100803, AMOL2 ROIS

004, ANDIA 11274 ST NS FYUT. ZEPE MMORPG HigaL|=:
ogEie A §3E ZEP, N AHE 1002 @ BN AYUSH 20220690
ZEP, M A 10000 SO W AR, “ARARS 201w
S R4S BTMLUZEP v AER  pIURTV 0. H0[nA
A BAE ZEP, CAU L WA OB, OROINA24 20220670 HO[HmA

BASA 162 W)

PISS2] Hof L97), 0ElA "ZEP' YHAN 100213 22 HiA8?
SEtvia B2 ZEP(TI0| SEIN ML 012 Rch BRY RUZCRDIN 12 0%
HATETI)CR TS ST AUCH ZEPR HOMNES! SELIE 915 et AR,

A e o A oete| LRI 'ZEP
RIS HERA S ZEPE RN AL AI 2R Y A HASTEDE PAC AFT=R}
OB L RO ZEP(H)0) TN SN OIR HMT SEE HUS(1I 1

o, ZelEwn W' B8 _ojehiA Alg) E2AS-SiLIHF

ERIEWR W(ZEP)O! D@ 7HE W7 YT SROR! h'St RAFT) SEORE §
X0 SO, § BIEE E O[HE = MY N T AT TE 4UND.

[ [ ] [ ] [ [ ] [ ] [ ] L ] -

LU0, & OIS T SEI MR ARIX| . CIOINA24 20211208, HORFRA

202112 2022.01 2022.02 2022.03 2022.04 2022.06 2022.07 2022.08



Here Is Our Performance Over the Past 8 Months

High performance was achieved in these key service indicators,
which proves ZEP's high level of accessibility and low barrier to entry.

Cumulative Participation in Spaces*

23 Million Times

*Space : a metaverse area created in ZEP

Created Metaverse Spaces

230,000+

Recent MAU (Monthly Active Users)

500,000

Users A~
L2

Open Chatting

44,000,000 +

Average User Access Time

19 Minutes

Video Chatting

1,700,000+



BYUNGKEE HONG

e Presently serving as the Platform Team Leader at Y
Supercat, | also work as the DBA for ZEP (zep.us),
managing a variety of data-related tasks.
| am also actively involved as the representative
administrator of the "MariaDB Korean User Group
community.
Current : Supercat Platform Team Leader
Former : Awesomepiece Platform Team Leader &
DBA

MariaDB Korea user community
https://www.facebook.com/groups/mariadbkorea/




BYUNGKEE HONG

e  With extensive experience in MariaDB & MySQL ™,
database administration, | have successfully
managed high-capacity services and optimized live
game databases serving tens of millions of users in
recent years.

Skill :

Game DBA (MySQL & MariaDB Xpand)

Core DBA skillset includes

10+ years of experience in Python programming
Linkedin https://www.linkedin.com/in/byungkeehong/




WE’RE USING XPAND

1. Hard to predict how many
concurrent users

2. Sharding is expensive to develop
and difficult to maintain

[Proprietary to MariaDB]




DB PERFORMANCE TUNING

s~

[Proprietary to MariaDB]

Configuration Tuning
Index & Query Tuning
Server Scale-up
Sharding



DB PERFORMANCE TUNING

Configuration Tuning
Index & Query Tuning
Server Scale-up
Sharding

LN =

[Proprietary to MariaDB]



SHARDING

GamePlayer

GamePlayer

Gamel.og

GamePlayer

[Proprietary to MariaDB]

GamePlayer




SHARDING

Amazon Aurora

MariaDB



SHARDING

Game Server

Meta Info Table




SHARDING HIDDEN COST WITH PROGRAMMER

1. Programming Complexity
2. Manage a large number of shard
3. Important consider access pattern

+ 10%~15%

[Proprietary to MariaDB]



‘ Average annual salary for server developers in US ?
-

4

The average annual salary for server developers in the United States is
approximately $91,000 to $129,000, depending on various factors such
as location, experience, and company size. However, individual

circumstances and job requirements can affect the actual salary.
B &
JMcricDB

[Proprietary to MariaDB]



PROBLEMS WITH SHARDING - ENDPOINT
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SHARDING HIDDEN COST WITH DBA

1. DBA must understand sharding strategy

2. Hard to find skilled DBAs

3. More difficult to recover data and
reporting

+ 20%~25%

[Proprietary to MariaDB]



SHARDING HIDDEN COST WITH INFRA ENGINEER

More servers more management points

[Proprietary to MariaDB]



RECAP HIDDEN COST

1. Increase Programming Cost = Over 10~15%
2. Increase DBA Cost = Over 20~25%
3. Increase Infra Cost = Over 15~20%

About 40%

[Proprietary to MariaDB]



XPAND

So | decided to use Xpand DB to reduce this
hidden cost by about 40%.



AURORADB VS XPAND COST SIMULATION

A A ‘ B C | F H | | | K Il M |
1 Seoul Region

2 | cost saving ratio
3 | XPAND - i4i. 2xlarge(8CPU/ 64GB) $564.18 3 1875(internal) 5000 100000 $4,191.54
4 | XPAND - i4i 2xlarge(8CPU/ 64GB) $564.18 4 1875(internal) 5000 120000 $5,588.72

5 | XPAND - i4i.2xlarge(8CPU/ 64GB) $564.18 5 1875(internal) 5000 140000 $6,985.90

6 | XPAND - i4i. 2xlarge(8CPU/ 64GB) $564.18 6 1875(internal) 5000 160000 $8,383.08

7 ] cost saving ratio
8 | 1 db.rég.2xlarge(8CPU/ 64GB) $ = 3 1000 240 hours(daily 8 hours) 1250 5000 1) 1250/ 5000 $4.,745.43 11.67%
9 | 2 db.rég.2xlarge(8CPU/ 64GB) $ = 3 1000 240 hours(daily 8 hours) 2500 10000 2) 2500/ 10000 $6,311.43 33.59%
10 | 3 db.r6g.2xlarge(8CPU/ 64GB) $ - 3 1000 240 hours(daily 8 hours) 5000 20000 3) 5000/ 20000 $9,443.43 55.61%
1 4 db.rég.2xlarge(8CPU/ 64GB) $ = 3 1000 240 hours(daily 8 hours) 7500 30000 4) 7500/ 30000 $12,575.43 66.67%
12 | 5 db.r6g.2xlarge(8CPU/ 64GB) $ = 3 1000 240 hours(daily 8 hours) 10000 40000 5) 10000/ 40000 $15,707.43 73.31%
13 | 6 db.rég.2xlarge(8CPU/ 64GB) $ - 4 1000 240 hours(daily 8 hours) 12500 50000 6) 12500/ 50000 $19,859.24 71.86%
14 | 7 db.r6g.2xlarge(8CPU/ 64GB) $ = 4 1000 240 hours(daily 8 hours) 15000 60000 7) 15000/ 60000 $22,991.24 75.69%
15 | 8 db.r6g.2xlarge(8CPU/ 64GB) $ = 4 1000 240 hours(daily 8 hours) 17500 70000 8) 17500/ 70000 $26,123.24 78.61%
16 | 9 db.r6g.2xlarge(8CPU/ 64GB) $ = 5 1000 240 hours(daily 8 hours) 20000 80000 9) 20000/ 80000 $30,275.05 76.93%
17 | 10 db.r6g.2xlarge(8CPU/ 64GB) $ = 5 1000 240 hours(daily 8 hours) 22500 90000 10) 22500/ 90000 $33,407.05 79.09%
18 | 11 db.rég.2xlarge(8CPU/ 64GB) $ > 5 1000 240 hours(daily 8 hours) 25000 100000 11) 25000/ 100000 $36,539.05 80.88%
19 | 12 db.r6g.2xlarge(8CPU/ 64GB) $ = 6 1000 240 hours(daily 8 hours) 27500 110000 12) 27500/ 110000 $40,690.56 79.40%
20
21|

[Proprietary to MariaDB]



AURORADB VS XPAND COST SIMULATION

10(avg/ max) Saving Ratio Manchine count
1) 1250/ 5000 11.67%
2) 2500/ 10000 33.59%
3) 5000/ 20000 55.61%
4) 7500/ 30000 66.67%
5) 10000/ 40000 73.31%
6) 12500/ 50000 77.75%
7) 15000/ 60000 80.92%

8) 17500/ 70000 83.30%

9) 20000/ 80000 85.16%

10) 22500/ 90000 86.64%

11) 25000/ 100000 87.85%

12) 27500/ 110000 88.86%

[Proprietary to MariaDB]



AURORADB VS XPAND COST SIMULATION

10(avg/ max) Saving Ratio Manchine count
1) 1250/ 5000 11.67%
2) 2500/ 10000 33.59%
3) 5000/ 20000 55.61%
4) 7500/ 30000 66.67%
5) 10000/ 40000 73.31%
6) 12500/ 50000 77.75%
7) 15000/ 60000 80.92%

8) 17500/ 70000 83.30%

9) 20000/ 80000 85.16%

10) 22500/ 90000 86.64%

11) 25000/ 100000 87.85%

12) 27500/ 110000 88.86%

[Proprietary to MariaDB]



AURORADB VS XPAND COST SIMULATION

Saving Ratio

100.00%

90.00%

50.00%

20.00%

10.00%

1) 1250/ 2) 2500/ 3) 5000/ 4)7500/ 5)10000/ 6)12500/ 7)15000/ 8)17500/ 9)20000/ 10)22500/ 11)25000/ 12) 27500/
5000 10000 20000 30000 40000 70000 80000 90000 100000 110000

«=@==\anchine count e=@m»Saving Ratio

[Proprietary to MariaDB]




AURORADB VS XPAND COST SIMULATION

Saving Ratio

$45,000.00
$40,000.00
$35,000.00
$30,000.00
$25,000.00
$20,000.00
$15,000.00

$10,000.00

$5,000.00

1) 1250/ 2)2500/ 3)5000/ 4)7500/ 5)10000/ 6)12500/ 7)15000/ 8)17500/ 9)20000/ 10)22500/ 11)25000/ 12) 27500/

5000 10000 20000 30000 40000 50000 60000 70000 80000

Aurora DB Xpand e=@==Manchine count

[Proprietary to MariaDB]




WISE INVESTMENT

A wise investment may save you much, in cost and
trouble.

[Proprietary to MariaDB]



XPAND EXPERIENCE - IBEN.2XLARGE -> 141.2XLARGE

i3en.2xlarge (2019) l4i.2xlarge (2022)
Instance name v vCPUs v Instance name v vCPUs v
O i3en.large 2 O idi.large 2
O i3en.xlarge 4 O idi.xlarge 4
(o] i3en.2xlarge 8 (o] i4i.2xlarge 8
O i3en.3xlarge 12 @) i4i.4xlarge 16
O i3en.6xlarge 24 O i4i.8xlarge 32
O i3en.12xlarge 48 O i4i.16xlarge 64
O i3en.metal 96 O i4i.metal 128
O i3en.24xlarge 96 O i4i.32xlarge 128
I_Total Upfront cost: 0.00 USD Show Details v Total Upfront cost: 0.00 USD Show Details ¥
| Total Monthly cost: 776.72 USD | lTotal Monthly cost: 587.65 USD |

J MariaDB

[Proprietary to MariaDB]



XPAND EXPERIENCE - I3EN.2XLARGE -> 141.2XLARGE

488.28 ps
24414 s
12207ps AN
61.04 ys

30.52 us ‘ -
01/09 09:00

Read Latency
== Avg Write Latency (1h)

Write Latency

24414 ps

122.07 ps
61.04 us
30.52 s

1526 ys
01/30 09:00

Read Latency
== Avg Write Latency (1h)

Write Latency

[Proprietary to MariaDB]

01/31 09:00

01/11 09:00

02/01 09:00

Disk 10 Latency

01/12 09:00 01/13 09:00 01/14 09:00 01/15 09:00

99.35pus 186.10ps 109.11 ps
30.59pus 412.69ps 58.10 ys

30.59pus 41269 ps 58.10 us

Disk 10 Latency

A

02/02 09:00 02/03 09:00 02/04 09:00 02/05 09:00

108.77pus 174.54ps  118.66 pus
2384ps 10036ps  44.45ps

2384ps 100.36 ps 4445ps

i3en.2xlarge

|4i.2xlarge

JMqriqDB



XPAND EXPERIENCE - I3EN.2XLARGE -> 141.2XLARGE

CPU Usage
100.00%

75.00%

50.00%

o MWWM—
e — A

0%

i3en.2xlarge

01/09 09:00 01/10 09:00 01/11 09:00 01/12 09:00 01/13 09:00 01/14 09:00 01/1509:00
user 5.74% 20.04% 7.58%

== System 2.82% 482% 3.62%

CPU Usage

|4i.2xlarge

01/31 01/31 02/01 02/01 02/02 02/02 02/03 02/03 02/04 02/04 02/05 02/05
09:00 21:00 09:00 21:00 09:00 21:00 09:00 21:00 09:00 21:00 09:00 21:00

max

1.86% 7.69% 3.65%

1.22% 3.04% 1.92%

’JMqriqDB

[Proprietary to MariaDB]



XPAND EXPERIENCE - TOPOLOGY

______________________________________________

Game
Servers

Amazon S3

_____________________________________________




XPAND EXPERIENCE - TOPOLOGY

Replica




XPAND PERFORMANCE

10.200.0.111
10.200.0.113

10.200.0.112

l4i.2xlarge x 3ea

Concurrent bot : about 206,015

[Proprietary to MariaDB]



AURORADB HAS FAST POINT-IN-TIME RECOVERY, HOW DID XPAND OVERCOME IT ?

game —
Servers Xpand

mi Amazon S3

Replica

[Proprietary to MariaDB]



XPAND EXPERIENCE - JSON COLUMN SLOW

[Proprietary to MariaDB]

5000.00

4500.00

4000.00

3500.00

3000.00

2500.00

2000.00

1500.00

1000.00

500.00

0.00

select response time by json size (ms)

avg Omax O95th



XPAND EXPERIENCE — MARIADB SUPPORT

Join us for OpenWorks NYC, May 9-10, 2023

[Proprietary to MariaDB]

JMc:riuDB

Knowledge
Documentation
My Lists

Case -

Migration
Portal

Downloads -

Product
Notifications

Contact
Us

Surveys

Home > MylLists

My Lists
All Cases
Action Needed

My Cases

Number

€S0547495

CS0523479

CS0522020

CS0441856

Short description

query.log

i3en.2xlarge to
i4i.2xlarge

Group change
during GTM
operation: group
change in
progress, try
restarting
transaction

log-slave-
updates option?

It's simple, but
the query is slow.

Memory

Large table add
column

Xpand

connection
nrohlem

Product
MariaDB
Xpand
MariaDB
Xpand

MariaDB
Xpand

MariaDB
Xpand

MariaDB
Xpand

MariaDB
Xpand

MariaDB
Xpand

MariaDB
Xpand

Account

supercat

supercat

supercat

supercat

supercat

supercat

supercat

supercat

Requestor

g1

| search

=

0

Priority

4-Low

3-
Moderate

3-
Moderate

3-
Moderate

3-
Moderate

3-
Moderate

3.
Moderate

2-High

State

Waiting

Closed

Waiting

Closed

Closed

Closed

Closed

Resolved

Reason L
Waiting 2
on 1
Customer
2
2
Waiting 2
on Bug 2
Fix
2
C
2
1
2
1
2
1
2

JMcricDB
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